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ABSTRACT
1Finding persistent and inactive activity periods is very helpful

in practice, for example to detect intrusion activities. Most of the

literature focuses on finding persistent flows or frequent flows. No

previous work is able to find persistent and infrequent flows. In

this paper, we propose a novel sketch data structure, PISketch, to

find persistent and infrequent flows in real time. The key idea of

PISketch is to define a weight and its Reward and Penalty System

for each flow to combine and balance the information of both per-

sistency and infrequency, and to keep high-weighted flows in a

limited space through a strategy. We implement PISketch on P4 and

CPU platforms, and compare the performance of PISketch with two

strawman solutions (On-Off + CM sketch, and PIE + CM sketch), in

terms of finding persistent and infrequent flows. Our experimental

results demonstrate the advantage of PISketch, by comparing it

to two strawman solutions: 1) The F1 Score of PISketch is around

22.1% and 57.6% higher than two strawman solutions, respectively;

2) The Average Relative Error (ARE) of PISketch is around 820.9 (up

to 1188.8) and 126.2 (up to 265.6) times lower than two strawman

solutions, respectively; 3) The insertion throughput of PISketch is

around 1.23 and 16.5 times higher than two strawman solutions, re-

spectively. Moreover, we implement two concrete cases of PISketch

through end-to-end experiments. All of our codes are available at

GitHub.
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1 INTRODUCTION

1.1 Background and Motivation

Finding frequent flows and persistent2 flows has been considered

as two important tasks in approximate data stream processing and

network measurement [1–11]. Differently, we find that finding

persistent and infrequent flows in data streams is also important,

for example to identify activities that are sustained but inactive.

Let us describe two possible use cases for finding persistent and

infrequent flows.

• Case 1. Attack Defense. Many cyber attacks like Advanced Per-

sistent Threats (APT) [12, 13] prefer persistently and covertly

intruding target streaming databases to evade detection.

• Case 2.High-risk service discovery. In enterprise networks, high-

risk services like Fast Reverse Proxy (FRP)3 [14] can expose

local servers behind a Network Address Translation (NAT) or

firewall to the Internet. These connections are characterized by

persistence and infrequency: FRP persistently produces packets,

but the number of produced packets is very limited.

Finding persistent and infrequent flows is fundamental in these

cases. However, no existing work focuses on finding persistent

and infrequent flows. The majority of relevant works aim to either

finding frequent flows or persistent ones. In this paper, we are

concerned with finding persistent and infrequent flows, 𝑖 .𝑒 ., flows
that are seen persistently but do not occur that frequently. We call

such flows PI flows.

1.2 Prior Art and Limitations

To find PI flows4, one straightforward solution is to find the

intersection of persistent flows and infrequent flows. The state-of-

the-art algorithms for finding persistent flows are the On-Off [1]

and the PIE [2, 3]. The state-of-the-art algorithms for estimating

flow frequencies are sketch-based algorithms like the Count-Min

(CM) sketch [15]. They are typically used to find frequent flows.

As the distribution of flow frequencies (also known as flow sizes,

the number of packets in a flow) is highly skewed [16, 17] in real

2Time-based windows: The window size is defined as a fixed period of time. We define
the persistency of flow 𝑓 as the number of time windows where 𝑓 occurs.
3FRP supports HTTP/HTTPS, TCP, UDP and many other protocols, and forwards
requests to internal services through domain names.
4A flow in this paper is defined as a part of the five tuples: source IP address, destination
IP address, source port, destination port, and protocol.
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network traces, the number of infrequent flows is always very large

but considered as less important than frequent ones. To the best of

our knowledge, no prior work has focused on finding infrequent

flows. Although the above two types of algorithms can find persis-

tent flows and frequent flows respectively, their combination is not

optimized for finding persistent and infrequent flows. Indeed, be-

cause the set of persistent flows and the set of infrequent flows can

be very large, storing both sets leads to large memory consumption,

which is unacceptable in network measurement. Large memory

consumption also leads to slow speed, because such algorithms

often need to run on fast on-chip5 SRAM (Static RAM) to achieve

high speed, and the size of the on-chip SRAM is limited [7, 19]. In

summary, the problem of finding PI flows is new and existing solutions

do not work. We aim to design an efficient algorithm to approach it.

1.3 Our Solution

In this paper, we propose a novel sketch (𝑖 .𝑒 ., a kind of prob-

abilistic data structures and algorithms), named PISketch, to find

persistent and infrequent flows (PI flows) in real time. To the best

of our knowledge, this is the first effort to find PI flows. PISketch

is compact. For example, it only requires 100KB of memory when

working on 10M flows, where the length of each flow ID is 4 bytes.

PISketch is accurate. Based on our experiments, the F1 Score of

PISketch is around 22.1% and 57.6% higher than two strawman solu-

tions (𝑖 .𝑒 ., On-Off + CM sketch, and PIE + CM sketch), respectively.

Also, the Average Relative Error (ARE) of PISketch is on average

820.9 (up to 1188.8) times and 126.2 (up to 265.6) times lower than

two strawman solutions, respectively. PISketch is fast. Its time com-

plexity is𝑂 (1), and its insertion throughput is around 1.23 and 16.5

times higher than two strawman solutions, respectively.

PISketch has two key techniques. The first technique is a Reward

and Penalty System that can summarises both persistency and

infrequency through one numeric weight; The second technique

is a Weight sketch that can find high-weighted flows even if the

weight decreases over time:

1) Finding PI flows is much more challenging than finding fre-

quent or persistent flows. The reason behind this is that the tradi-

tional weight (frequency and persistency) increases incrementally

as time goes by. In contrast, the weight of a PI flow could increase

sharply or decrease incrementally. Therefore, the key is to capture

the changes of the weight of PI flows. Our first key technique is to

design a Reward and Penalty System which awards or punishes

the weight reasonably. The details are provided in Section 3.1.

2) After weighting the PI flows, the challenge lies in how to find

the most high-weighted PI flows with limited space. In other words,

as new flows arrive continuously, it is a challenge to preserve the old

high-weighted flows while taking in new PI flows whose weights

have just begun to grow. In this process, the old and new flows will

compete fiercely to stay. The stayed flows are like becoming the

presidential candidates, which can get more opportunities to be

observed. There is no existing work can directly handle the top-𝑘
weight problem whose weight could decrease. Thus, we propose

our second key technique in the Weight sketch, called Weight

Fusion Strategy, which decrements the low weight flows to make

room for new flows (see Section 3.2 - 3.3 for details).

5On-chip memory, such as CPU cache and FPGA block RAM, 𝑒𝑡𝑐. [18]

We implement PISketch entirely on P4 platform in Section 4.

Further, we conduct extensive experiments on CPU platform, and

our experimental results demonstrate the obvious advantages of

PISketch over two strawman solutions. In addition, we implement

two concrete cases of PISketch for the preliminary detection of APT

and FRP flows. More details are provided in Section 5. We provide

all the related code open-source at GitHub6 [20].

Key Contributions:

• We propose and define a new problem called “finding persistent

and infrequent flows”, which has not been studied before.

• We propose a novel sketch, PISketch, to find persistent and in-

frequent flows, accurately, fast, and using limited memory.

• We fully implement PISketch on P4 and conduct extensive ex-

periments on CPU. Experimental results show that our PISketch

outperforms two strawman solutions (On-Off + CM sketch, and

PIE + CM sketch). In addition, we also implement two concrete

cases of PISketch through end-to-end experiments.

2 RELATEDWORK

2.1 Finding Persistent Flows

Several algorithms have been proposed to find persistent flows

[1–4, 21, 22]. The state-of-art algorithms are On-Off [1] and PIE

[2, 3]. The idea of On-Off is to exploit the increasing persistence of

flows. No matter how many flows are mapped to the same counter

in a time window, On-Off only increases this counter by one. In this

way, On-Off first estimates the persistence of all flows, and then

changes the data structure to split persistent and non-persistent

flows. It only stores the information about persistent flows, and

protects them from replacements and hash collisions with other

flows. PIE uses a data structure called Space-Time Bloom filter based

on the Invertible Bloom filter [23, 24] and a Raptor code [25] to

encode the flow IDs. During each measurement period, PIE main-

tains a Space-Time Bloom filter. When inserting a flow, it uses the

Raptor code to encode the flow ID into many segments, and ran-

domly selects some segments to store in the Space-Time Bloom

filter, which aims at reducing the memory usage. When querying

a flow, PIE gathers all Space-Time Bloom filters. If and only if it

occurs in enough measurement periods and enough encoded bits

for the stored ID, PIE can decode its flow ID from the Space-Time

Bloom filter.

2.2 Frequency Estimation

Frequency (flow size) estimation consists in estimating the num-

ber of occurrences of flows. It has been widely studied. Sketches

have proved their superiority in frequency estimation [9, 10, 26, 27].

Actually, they can achieve high accuracy and speed with limited

memory usage. There are many sketch-based algorithms for esti-

mating flow frequency [5, 7, 8, 15, 28–34], the most typical being

the widely used Count-Min (CM) sketch [15]. The CM sketch uses

multiple equal-sized buckets. Every bucket is associated with a hash

function ℎ𝑖 . When a flow 𝑓 arrives, every bucket calculates its hash

value ℎ𝑖 (𝑓 ) to map 𝑓 to the cell 𝐴[𝑖] [ℎ𝑖 (𝑓 )], and the value of the

cell is increased by 1. For the recorded flow, its frequency is the mini-

mum value of all its mapped cells, and then top-𝑘 frequent flows can

6https://github.com/pkufzc/PISketch
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be selected. Besides the CM sketch, other typical sketch-based algo-

rithms include sketches of CU [28], C [29], CSM [30], and ASketch

[31], PyramidSketch [32], HeavyKeeper [8], HeavyGuardian [33],

Cold Filter [34], 𝑒𝑡𝑐. which focus on accurately estimating large/ele-

phant flows. State-of-the-art sketch-based network measurement

systems include SketchVisor [6], UnivMon [5], ElasticSketch [7],

Nitrosketch [9], CocoSketch [10], LightGuardian [35], 𝑒𝑡𝑐.

3 PISKETCH DESIGN

In this section, we first define the weight of a flow. Then, we

introduce the data structure of PISketch. Next, we give the details

of how to process incoming flows based on the weight.

3.1 Weight Definition

Preliminary:Given a data streamS, we divide it into𝑉 equal-sized

and continuous time windows.

We use the same weight definition for each time window. If flow

𝑓 appears in the 𝑖𝑡ℎ window for the first time, its weight𝑊𝑖 is

incremented by the initial value 𝐿; when 𝑓 appears in this window

for the second time, its weight is decremented by 1; when 𝑓 appears
in this window for the third time, its weight is also decremented by

1, and so on.

Initially, the weight𝑊𝑖
(
1 ≤ 𝑖 ≤ 𝑉 , 𝑖 ∈ Z+

)
of flow 𝑓 that occurs

𝑂𝑖
(
𝑂𝑖 ∈ Z

+
)
times in the 𝑖𝑡ℎ window can be calculated as:

𝑊𝑖 =

{
0, if 𝑂𝑖 = 0;

𝐿 − (𝑂𝑖 − 1) , if 𝑂𝑖 ≥ 1.
(1)

where𝑂𝑖 is the number of occurrences of flow 𝑓 in the 𝑖𝑡ℎ window.

If 𝑂𝑖 = 0, flow 𝑓 never occurs in the window, so we set𝑊𝑖 = 0.

𝐿
(
𝐿 ∈ Z+

)
is the initial value assigned to each flow when it first

appears in the 𝑖𝑡ℎ window.

Equation 1 is the mathematical expression of our proposed Re-

ward and Penalty System. Next, we define the total weight𝑊𝑓 of

flow 𝑓 in all windows as𝑊𝑓 =
∑𝑉
𝑖=1𝑊𝑖 .

PISketch design goal: Persistent and infrequent flows (PI flows)

refer to the flows whose total weight is larger than a given thresh-

old T . Actually, T can be defined by the users according to their

requirements or the specific application requirements. Flows with

higher total weight are more likely to be reported as PI flows. Note

that the total weight of a flow may be negative, in which case the

flow is definitely not among the PI flows we want to report, due to

its high occurrences.

3.2 Data Structure

As illustrated in Figure 1, PISketch consists of two parts: The

first part reports whether a flow occurs in current time window for

the first time. The second part calculates the weight of each flow

and finds out which flows are most likely to have high weights.

The data structure of the first part is a Bloom filter [36]. The

Bloom filter is a compact representation of the flows that have

arrived in the current time window. When a new time window

begins, we reset the Bloom filter. Every time a flow comes, we

query whether it has been seen for the first time (𝑖 .𝑒 ., has not been
inserted), and if so then insert it into the Bloom filter. Then, we

pass the answer to the next part for weight calculation. A Bloom

……

Bucket 1 Bucket 2 Bucket 3 Bucket U

Cell 1
Cell 2

Cell p

(ID, Wf, Nf)

… f Hash Function: h(.)

h(f)=3

PISketch Part 1: Bloom filter

PISketch Part 2: Weight sketch 
……… …

Figure 1: Data structure of PISketch.

filter7 is used to remove duplicates from incoming flows. Removing

duplicates is necessary because the operations for the first arrival

and subsequent arrivals are different, according to Equation (1). If

the Bloom filter reports true, it means that the flow has appeared

in this time window.

The data structure of the second part is theWeight sketch. Its basic

structure is a hash table with 𝑈 buckets 𝐵1, 𝐵2, . . . , 𝐵𝑈 . Based on

the query results in the previous part, the Weight sketch calculates

the total weight of each flow according to Equation (1) and keeps

the flows whose weights might potentially exceed T as much as

possible. Each bucket of the Weight sketch has 𝑝 cells, and each

cell has three fields including flow ID (key), (total) weight and the

number of windows where the flow occurs. A hash function ℎ(.)
also randomly maps the flow to one of the buckets.

3.3 Operations

Insertion: Given an incoming flow 𝑓 to the 𝑖𝑡ℎ window, we first

query the Bloom filter to check whether this flow has occurred in

the current window. If the Bloom filter reports false, indicating 𝑓
does not occur in the current window, then we insert 𝑓 into the

Bloom filter and perform two operations for this window: initialise

the weight𝑊𝑖 = 𝐿 and increment window number 𝑁𝑓 = 𝑁𝑓 + 1.

Otherwise, it indicates that flow 𝑓 has already occurred in the

current window. We decrement the weight𝑊𝑖 of this window by 1,

𝑖 .𝑒 .,𝑊𝑖 =𝑊𝑖 − 1, as shown in Equation (1). Then, we try to store

the information of 𝑓 to its mapped bucket 𝐵ℎ (𝑓 ) . According to the

content of 𝐵ℎ (𝑓 ) , there are three different cases:
Case 1: If a cell contains 𝑓 , we update the fields of this cell: (1) We

add𝑊𝑖 to the total weight𝑊𝑓 , 𝑖 .𝑒 .,𝑊𝑓 ←𝑊𝑓 +𝑊𝑖 ; (2) We update

the stored 𝑁𝑓 to the current one.

Case 2: If we fail to find 𝑓 in 𝐵ℎ (𝑓 ) and 𝐵ℎ (𝑓 ) is not full, then we

store 𝑓 in an arbitrary empty cell. We set𝑊𝑓 to𝑊𝑖 , 𝑖 .𝑒 .,𝑊𝑓 ←𝑊𝑖 .

In this case:𝑊𝑓 = 𝐿, 𝑁𝑓 = 1.

Case 3: If no cell in 𝐵ℎ (𝑓 ) contains 𝑓 and 𝐵ℎ (𝑓 ) does not contain
empty cells, then we try to evict a flow from 𝐵ℎ (𝑓 ) to make room

for 𝑓 . To keep as many potential PI flows as possible in the data

structure, we select a flow 𝑓 ′ whose weight is the smallest among

all flows of 𝐵ℎ (𝑓 ) . Although the weight of 𝑓 ′ is the smallest, we

7A Bloom filter is a highly compact probabilistic structure that consists of an M
bits array with 𝑘 hash mapping functions: ℎ1 (.), ℎ2 (.), . . . , ℎ𝑘 (.) , and each bit is set
to 0 at the beginning. For each incoming flow, its 𝑘 mapped bits are set to 1. For a
membership query, 𝑖 .𝑒., querying whether a flow occurs in the data stream, the Bloom
filter checks whether all its 𝑘 mapped bits have been set to 1.
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cannot determine yet whether 𝑓 ′ is a PI flow or not. Therefore, we

evict 𝑓 ′ with the smallest weight𝑊𝑓 ′ in 𝐵ℎ (𝑓 ) using the Weight

Fusion Strategy: Whenever an eviction/replacement happens, we

decrement𝑊𝑓 ′ by 1. After decrementing, if𝑊𝑓 ′ is lower than 0, it

means that the replacement is successful. We then evict flow 𝑓 ′,
and 𝑓 occupies the position of 𝑓 ′.𝑊𝑓 is set to𝑊𝑖 + 1, and 𝑁𝑓 is set

to 1. If the replacement is unsuccessful, 𝑓 leaves.

Finally, we clear the Bloom filter by setting all bits to 0 at the

end of each time window.

Query: Based on the above operations, PISketch can keep many

PI flows with high weights. To get these PI flows, PISketch only

needs to traverse the buckets. Note that all the reported flows are

potential PI flows. Therefore, users should carry on further analysis

of these potential PI flows. Furthermore, the number of reported

PI flows depends on the memory size of the data structure. The

minimum memory size of the data structure should therefore be

adapted to the minimum expected number of PI flows.

4 P4 IMPLEMENTATION

We have fully built a P4 prototype of the PISketch on the Tofino

switch [37]. In the P4 version of PISketch, only the ID and weight

of the flow are reserved for each cell in the Weight sketch (Part

2) to ensure sufficient hardware resources. We list the utilization

of various hardware resources on the switch in Table 1. We find

that Map RAM and Stateful ALU are the two most used resources

of PISketch, accounting for 31.94% and 29.17% of the total quota,

respectively. For other kinds of sources, PISketch uses up to 19.17%

of the total quota.

Table 1: H/W Resources Used by PISketch.

Resource Usage Percentage

Hash Bits 597 11.96%

SRAM 184 19.17%

Map RAM 184 31.94%

TCAM 0 0%

Stateful ALU 14 29.17%

VLIW Instr 27 7.36%

Match Xbar 113 7.10%

5 EXPERIMENTAL RESULTS

In this section, we show the experimental results of PISketch

on CPU. First, we describe the experimental setup and metrics in

Section 5.1 and Section 5.2, respectively. Next, we evaluate the

performance of PISketch on different datasets and compare it with

two strawman solutions in Section 5.3. Finally, through two end-

to-end experiments, in Section 5.4 and Section 5.5, we provide two

concrete applications of PISketch.

5.1 Experiment Setup

Implementation: We implement our algorithm and related al-

gorithms in C++. Our hash function is the Bob Hash [38]. We

conduct experiments on a server with two CPUs (Intel Xeon

E5-2620V3@2.4GHZ) and 62GB DRAM.

Datasets: We use three real-world datasets and one synthetic

dataset. Each dataset contains about 5M flows.

(1) CAIDADataset:This IP TraceDataset is streams of anonymized

IP traces collected in 2018 by CAIDA [39].

(2) MAWI Dataset: This real packet traffic trace dataset is provided

by the MAWI Working Group [40].

(3) Network Dataset: This dataset contains users’ posting history

on the stack exchange website [41]. Each flow has three values 𝑢, 𝑣 ,
𝑡 , which means user 𝑢 answered user 𝑣 ’s question at time 𝑡 . We use

𝑢 as the ID and 𝑡 as the timestamp of a flow.

(4) Synthetic Dataset I: Since large-scale real APT flows are too

difficult to obtain, we synthesize this dataset by referring to some

literature [42–45] to evaluate the performance of PISketch’s prelim-

inary screening for suspected APT flows. Specifically, our synthetic

approach consists of mixing the real APT flows from Contagio Mal-

ware Database [46] with the normal flows from CAIDA Dataset. In

this dataset, about 600 real attack flows are mixed with millions of

normal flows.

(5) Synthetic Dataset II: Since large-scale real FRP flows are too

difficult to obtain, we synthesize this dataset to evaluate the perfor-

mance of PISketch’s preliminary screening for suspected FRP flows.

Our synthetic approach is similar to the above Synthetic Dataset I,

except that the real FRP flows are collected by ourselves (see the

Methodology in Section 5.5). In this dataset, about 40 captured

FRP flows are mixed with millions of normal flows.

5.2 Metrics

We evaluate the following three performance metrics: F1 Score,

Average Relative Error (ARE) and Throughput.

(1) F1 Score: 2∗𝑃𝑅∗𝑅𝑅
𝑃𝑅+𝑅𝑅 . Precision Rate (PR) indicates the ratio of

truly reported PI flows to the reported flows, and Recall Rate (RR)

indicates the ratio of truly reported PI flows to the total PI flows.

We use F1 Score to evaluate the accuracy.

(2) Average Relative Error (ARE): Let 𝑁1, 𝑁2, . . . , 𝑁𝑘 be the esti-

mated window number of the reported flows, and let 𝑁1, 𝑁2, . . . , 𝑁𝑘
be the true window number of the reported flows. ARE is defined

as 1
𝑘 ·

∑𝑘
𝑗=1

|𝑁 𝑗−𝑁 𝑗 |

𝑁 𝑗
.

(3) Throughput: Million operations (insertions) per second (Mops).

All the experiments about throughput are repeated 10 times, and

the average throughput is reported. We use throughput to evaluate

the speed.

5.3 Experiments on Finding PI Flows

We compare PISketch with two strawman solutions: 1) On-Off +

CM sketch; 2) PIE + CM sketch. For PISketch and On-Off + CM

sketch, we set the memory size range to 100KB-250KB.8 For

PIE + CM sketch, the memory size range is set to 10000KB-

25000KB. This means its memory range is 100 times the one

of PISketch (applicable to Sections 5.3 - 5.5). Specifically, we use

PIE [2]/On-Off [1] to estimate flow persistency (𝑖 .𝑒 ., the time win-

dow number), and the CM sketch [15] to estimate flow frequency.

We then combine them together to get the estimated persistency

and infrequency, and finally find PI flows. The parameter configu-

rations of PISketch and two strawman solutions is detailed in our

8The memory range for PISketch and On-Off + CM sketch in Section 5.5 is set to
150KB-300KB, while for PIE + CM sketch is 15000KB-30000KB.



PISketch: Finding Persistent and Infrequent Flows FFSPIN ’22, August 22, 2022, Amsterdam, Netherlands

100 150 200 250
0.4
0.5

0.6
0.7

0.8
0.9

1

F1
Sc
or
e

Memory (KB)

PI(ours) Sol-1 Sol-2

(a) CAIDA

100 150 200 250
0.4
0.5

0.6
0.7

0.8
0.9

1

F1
Sc
or
e

Memory (KB)

PI(ours) Sol-1 Sol-2

(b) MAWI

100 150 200 250
0

0.2

0.4

0.6

0.8

1

F1
Sc
or
e

Memory (KB)

PI(ours) Sol-1 Sol-2

(c) Network

Figure 2: F1 Score on finding PI flows.
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Figure 4: Throughput on finding PI flows.

supplemental material [47]. In the following, we refer to On-Off +

CM sketch as Sol-1 and PIE + CM sketch as Sol-2 for short.

Parameter Settings: We set 𝐿 = 10, 𝑉 = 1000, T = 3000, and

𝑝 = 5.

F1 Score (Figure 2(a)-2(c)): We find that the F1 Score of PISketch is

much higher than the one of Sol-1 and Sol-2. On the three real-world

datasets, the F1 Score of PISketch is around 22.1% and 57.6% higher

than the one of Sol-1 and Sol-2 on average, respectively.

ARE (Figure 3(a)-3(c)): We find that the ARE of PISketch is signifi-

cantly lower than the one of Sol-1 and Sol-2. On the three real-world

datasets, the ARE of PISketch is around 820.9 (up to 1188.8) and

126.2 (up to 265.6) times lower than the one of Sol-1 and Sol-2 on

average, respectively.

Throughput (Figure 4(a)-4(c)): We find that the insertion through-

put of PISketch is higher than the one of Sol-1 and is obviously higher

than the one of Sol-2. On the three real-world datasets, the through-

put of PISketch is around 1.23 and 16.5 times higher than the one

of Sol-1 and Sol-2 on average, respectively.

Analysis: Our results show that PISketch has better performance

than Sol-1 and Sol-2, as expected. The main reasons are: 1) PISketch

has converted frequencies and persistencies into weights. Therefore,

there is no need to store them in each time window; 2) PISketch

filters out most low-weight flows and finds PI flows more effectively

through a competition (𝑖 .𝑒 ., eviction and replacement) mechanism.

Also, the space complexity of PISketch is lower than the one of

Sol-1, and much smaller than the one of Sol-2.
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Figure 5: Evaluation on APT preliminary detection.
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Figure 6: Evaluation on FRP preliminary detection.

5.4 End-to-End Experiment I: Application in
Preliminary APT Detection

Methodology: The implementation method of this experiment is

similar to Section 5.3. Specifically, we run PISketch on the Synthetic

Dataset I (see Section 5.1), and the output PI flows is the suspected

APT flows. We use F1 Score, ARE, and throughput as evaluation

metrics.

Experimental Results (Figures 5(a)-5(c)): We find that PISketch

performs better than Sol-1 and Sol-2 in the preliminary screening of

suspected APT flows. The results are as follows. 1) The F1 Score of

PISketch is around 62.4% and 34.3% higher than the one of Sol-1 and

Sol-2, respectively. 2) The ARE of PISketch is around 112.1 and 1.69

times lower than the one of Sol-1 and Sol-2 on average, respectively.

3) The throughput of PISketch is around 1.50 and 17.7 times higher

than the one of Sol-1 and Sol-2 on average, respectively.

5.5 End-to-End Experiment II: Application in
Preliminary FRP Detection

Methodology: We deploy FRP in two cloud servers. One server

is hidden in the enterprise network and it deploys a FRP client

(FRPc). The other server runs as a FRP server (FRPs), which can

expose the server with FRP client to the Internet. When FRPs starts

the service, FRPc connects through IP and port number, and they

communicate every once in a while. Next, we use tcpdump [48] to

capture the communication traffic between the two servers. Within

the NAT, the IP address of FRPc may change due to DHCP. We

repeat the experiment 20 times including setting up new cloud

servers and capturing the communication traffic between FRPc and

FRPs. Finally, we mix these captured traffic (40 FRP flows in total)

into the normal flows to generate the Synthetic Dataset II described

in Section 5.1, and evaluate whether PISketch can find the FRP

flows out (similar to the experiment in Section 5.4). We still use F1

Score, ARE, and throughput as evaluation metrics.

Experimental Results (Figure 6(a)-6(c)): We find that PISketch

outperforms than Sol-1 and Sol-2 on preliminary detection of suspected

FRP flows. The results are as follows. 1) The F1 Score of PISketch

is around 83.8% and 46.2% higher than the one of Sol-1 and Sol-2,

respectively. 2) The ARE of PISketch is around 69.0 times lower

than Sol-1 and 1.99 times higher than Sol-2, while Sol-2 uses 100

times larger memory size than ours. 3) The throughput of PISketch

is around 1.57 and 18.7 times higher than the one of Sol-1 and Sol-2

on average, respectively.

6 CONCLUSION

In this paper, we propose PISketch, which is the first algorithm

for finding PI (persistent and infrequent) flows in real time. We im-

plement PISketch entirely on P4 and conduct extensive experiments

on CPU. Specifically, we compare PISketch with two strawman solu-

tions, one being On-Off + CM sketch and the other PIE + CM sketch.

Our experimental results illustrate the advantages of our approach:

PISketch can achieve around 22.1%/57.6% higher F1 Score, 1.23/16.5

times higher throughput, and 820.9/126.2 times lower ARE. Fur-

thermore, our two end-to-end experiments demonstrate the good

performance of PISketch in preliminary detection of APT and FRP

flows.
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